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3.1 EHAIEF

3121
FHIATLEBE distributed artificial intelligence
NITE ARG A —Fp oy 20 H i & 546 2 106 — 21 LV 2 0 b 45 F9 A0 B 3% 52 09 19 58 2Z (8] 1%
Fak 3 . LA SE N T8 HEAT 55 .
wE e TR ERER AN R eSS BB S R IB g5  RIE A5 SR .
T
NI EEBE artificial intelligence; Al
CERR AT R R EE (3. 1.8) M1 S HL ] A0 FH B #F 58 #H 2
313
AT EHGEARSSE artificial intelligence server
R B ARG ieis o N T8 GE Ly 42 4L i & e 7+ 5 Ak B fE 7 1y e 55 4% .
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HE e 7 iRk 95 4% .
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3.1.4
MNITEEBEEE artificial intelligence cluster
S —EH . A TEEITRIERICINES.
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3.1.5
ATEHBEMEAIEEE artificial intelligence accelerating processor
AT £ BE 0 iR s artificial intelligence accelerating chip
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3.1.6
ALEREMERE artificial
L EEME A\ T 8%

intelligence accelerating module
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3.1.7

ANIEEIZMEE artificial intelligence portfolio
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ANIEEBEFES artificial intelligence system
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Pk ) ) N T BE R &R 5

(o 2 0 3 4 (AL TR HE O A i Al O MR B g

F 2. N TEGEHFE S E TSP S b B 5 (CPUD B 2 B8 50 (GPU D 1 25 [ 2% 4k 31 88 55 (NPUD | Bl 3% 0] 43 75
TR (FPGA) (B FE{E 5 M 2R (DSP) & H 4 0 e B CASIC) &5,
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S

MNHHEr M4 Bayesian network
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E M EHFFES]  semi-supervised machine learning
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3.2:3
MK EHE  test data
PEM 4438 evaluation data
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HE (19 R4
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3.2.4

KM IZ M4  long short-term memory network; LSTM network
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SR classification model
CHLAS % 2 ) — P O0F 25 7 S A B $ o Bl & i — > sl 228 51 o Pl 4 2 S B A .
3.2.7
THIE  overfitting
CHLa 2~ G A A5 B 0k 4 1 i 400 5 U 2 5 g 6o B3l s = 32 A i
iE 1 b T gE i BT TR PR R s DI YRR A M A b e 2 T AR B R AE ] AN L AT R S JE SR B
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o] 948 regression model
CL 4y o B Ry i A 5 T g g o R 0% R 0 e PO BIL g o A R

3.2.9

o] 44 #F regression analysis

PR 5778 18 5 0 72 B O AR AR .

[ 39 .GB/T 3358.3—2009,3.3, H &k
3.2.10

PLEE2 =] machine learning

R R R AR B 2 Ry o R A A A 4T O B e B AR Bl R 5
Duisild)

tgg==]#E 38 machine learning model

-t 5 T g A B Bl AR S AR G R al Fe0I Y T RN

Tl RN (y=0,+0, ) B R LRI S, WS BRI y=3+Tx,
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3.2.12

P2 F 3 EE machine learning algorithm
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3:2.13

EFNHLZWELE convolutional neural network ; CNN

R EEFMWMEZEMLE  deep convolutional neural network ; DCNN

T 2R R AE S SR R
-

EFEMNE connection weight

N FRBGTEE S HA S A A SS & a0, e LU T M 28 J0 i i AHE .

[2ki%.GB/T 5271.34—2006,34.03.02 ]
3.2.15

BExFi#lg855>] federated machine learning
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4 HETE  logical inference
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3.2.17
1R 5] pattern recognition
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3.2.18
A2 model training
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3.2.19
=B A  model optimization
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F:2:20
#t(=)ilZ batch training
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[ 3k ¥ . ISO/IEC 2382.2015,2120690]
3.2.21
mE bias
T ZHMEMN R G2,
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3.2.22
RHlE underfitting
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3:.2.23
FT#=F>] transfer learning
— FRE B A PR — A [n] i 5 R B AN [] ] R Y R
3l
AR E Mg feed forward neural network; FENN
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3.2.20
it % 2] reinforcement learning: RL
— Ml o S B AC B A AR T SRR A AR ] i K AC R Bl w7 2 ik
3.2.26
LM 2L  neural network;neural net;artificial neural network
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J.2.27
H®ESZ]  deep learning
R EHZEMEEFEZ]  deep neural network learning
il I 2 BATIF Z [RE A& M 25k ) & £ 5 B IR R 1) 7 ik
iE WRES RIS I —1TH.
3.2.28
AR M4 generative adversarial network; GAN
— el B A~ B 2 A A R P 26 R ] ) i R 25 2 A A 2 R 2 B A L TS b I 2 R IR TE e
A HETFE .
i AR IR BN A B BRI Ay A A 28 R X A R A 5 SRR
3.2.29
¥ HEfniE data labelling
26 WG FE AT 7€ H b 78 B ARt (R Ay 72
3.2.30
#HE  inference
M 25 5E 1Y I B2 BT IR R T 15 H 258
E 1 EAN TGS, — AT 2 — T3 A — B R — AR S B
E 2, RECHETE S I R iR S R
3]
& fine-tuning
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24 232 311 25 ) S D o
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Sl 32
T EHVEEEZ] unsupervised machine learning
{5 FH TG A T B0 50 i I 2R A BIL A% 2~
LI
BIAHMEMLZE recurrent neural network: RNN
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3.2.34
W EE 20 #E training data
HFIIZEHL AR 22 ) BB A A B HE A 74
3.2.35
IGIE4I#E validation data
HZE#E development data
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3.2.36
O /RAIKAEHE  hidden Markov model; HMM
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[ .GB/T 5271.29—2006,29.02,11 ]
3.2.37

BMEHlzE=E>] supervised machine learning

(AR 0 B HE 1T U 2Ry DL AR 22~
3.3 XEUMEHKABEXKIE

3.3:1
WA fiL lexeme
A5 —H B A LR SRy A e B i i R BT,
| i . 1S0 24613-1:2019.3.5 |
3:5.2
A EFRiE  part-of-speech tagging
MRk 3] 1905 3% T PE o BoA8 5 2R Bl CIn Bl ie] | 24 18] I 28 18] BT 55 .
3.3.3
WMiEEE  dialog management
R P A B A AHAl B R SCRNE L EX A PR IE S0 — 2B B0 E . LAIA 21 BT B B Y
1%
3.3.4
& Z B  relationship extraction
P 3 AP g Bl By SE R Z 18] 56 R BV 55 .
3.3.5
KEFEFHKIEF  optical character recognition; OCR
BEATF B 2% =5 SCAS i PR 5 e aBL 2 2 0% S0 A
3.3.6
Hlsx#17¥ machine translation; MT
TRV ARG/ CRERSTN—FERESHaIMITE N —FERES .
395 . 1SO 17100,2015,2.2.2
3.3.7
fr A EEIRA  named entity recognition; NER
P I i SCAR ol i 5 T b ] ) B9 S 0K Y 15 BR 44 FR S FL2E B AT 5.
i 1 LEERT ST RS w05 Z B k.
i 2, LR R E B R el — & LA R A BRI LA
i 3. EMRA A AR B CHSTEE 2R LR T a0 A B R
3.3.8
TH&EiE 5 emotion recognition
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3.3.9
o] & question answering
i 7€ LA B SR 5 R AL 04 (o] B0 5 0l A E 00 5.
. — )R] BRI ACHE RO E A AT RE R A SR A
3:3:10
EB8#ZE information retrieval
HR G G HE o B [ AR T T A i) MRS £ bR 2 O SOR RO R AT 5
% P P
BENITHE  semantic computing
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3.3.12
BN semantic comprehension
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[ i .GB/T 36464.3—2018,3.6]]
3.3.13
BN M semantic network
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[ .GB/T 23703.2—2010.4.10, &84 |
3.3.14
HZI#ZE automatic summarization
76 P B 20 SR B Rl 4 B SRR S NS E A AL 55 .
3.3:.18
BAIESHEE natural language understanding; NLU
WL Zhg o, M EAE A iy B 2808 5 SO eGE & PR BUE B IR 6 25 5 SO B e R
7~ A Ik
3.3.15
BH#iES 4 natural language processing; NLP
(REOETAREBSHMMARIEST L NG L.
3.3.17
BAIES £ natural language generation:; NLG

P i A7 1 SR B e 0 H AR IR T AR5
3. Z“x/ELEMHEXMRIE

3.4.1

T fairness

o H R 93 50 AL e FE A . ELAS 22 (g AH AN 2% TE 18052 i) 1Y 0 155 AT B ES R .

i 1 X PPER R S S R BT A DG AY T H A S0 AR AR 2R A T S

2, N EAETEARLGA10), WLHFASESEALSFE . AAETHER b MWL HERIRAR.
3.4.2

Al{S#i trustworthiness
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Al R FETE  explainability
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3.4.4
Rl SE™E  reliability
(N TLEHE ) 56— A AT R IR R 1R 55 R ey
3.4.5
Al =1 controllability
CN TR RE Y R 404 A 2 sl IL A A 78 32 44 T80 A 1 o
3.4.6
Al 8] 2 accountability
(N THEREY &R 40 R H A f3 A 5 X HoAr o (o FAT M SR s R R s .
1 AT T S AR TR A O . TR AT T HE A Tk AL E B Lt o] BB o B AEA — W AT R IR .
i 2. 0[] 57 9 B 1A BT A E S G L B E S MR A 0 SRR O A A el SE R Ry R L i 1A e
3.4.7
Al Fi iM% predictability
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3.4.8
£ ethics
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3.4.9
£ robustness
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3.4.10
W . bias
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I resilience
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ERHTME  transparency
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