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Use Best Practices to Design Data Center Facilities
Michael A. Bell

Data centers seldom meet the operational and capacity requirements of their initial
designs. The principal goals in data center design are flexibility and scalability, which
involve site location, building selection, floor layout, electrical system design, mechanical
design and modularity.
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ANALYSIS

Management Summary

Data center facilities rarely achieve the operational and capacity requirements specified in their
initial designs. The advent of new technologies, such as blade servers, that require substantial
incremental power and cooling capacity; the pressure to consolidate multiple data centers into
fewer locations; the need for incremental space; changes in operational procedures; and potential
changes in safety and security regulations converge to impose constant facilities changes on the
modern data center.

The overarching rule in data center facilities is to design for flexibility and scalability. This rule
embraces several key principles in the site location, building selection, floor layout, electrical
system design, mechanical design, and the concept of modularity that enables the data center
facility to change and adapt as needed, with minimum renovation and change to basic building
systems.

This research delves into specific guidelines on achieving a high level of flexibility and scalability
in the data center. These best practices address site location, building selection, and principles in
the design and provisioning of critical facilities systems. In doing so, it examines the following
Client Issues:

o What is the impact of new hardware technologies on the infrastructure of data center
facilities?

o What are the critical design considerations and best practices in the site selection and
design of data center facilities?

¢ What cost elements are associated with different levels of data center reliability and fault
tolerance?

¢ How should the management of data center facilities be organized?

1.0 Introduction

Strategic Planning Assumption: Through 2009, 70 percent of data center facilities will fail to meet
operational and capacity requirements without some level of renovation, expansion or relocation
(0.7 probability).

The key to a successful data center facility — one that is sustainable in the long term — is to
consider it as a receptacle for equipment and operations, as well as an integrated system, in
which each component must be considered in the context of flexibility and scalability (see Figure

1),
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Figure 1. The First Rule of Data Center Facilities: Design for Flexibility and Scalability

Murphy's Law: "What can go wrong — will!"
Bell's Law: "Murphy was an optimist."
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Source: Gartner Research (April 2005)

Action Item: Stress flexibility and scalability in all aspects of the data center facility, including
location, building selection, space layout and building systems design.

1.1 Density vs. Capacity

Tactical Guidelines: As a general rule, plan for the data center to scale from 50 watts to
100 watts per square foot (that is, in a raised floor area); increase capacity on a modular
basis. Assess the trade-offs between space and power in the total cost of the new facility.
Provide additional space between racks for air circulation.

Client Issue: What is the impact of new hardware technologies on the infrastructure of
data center facilities?

Evidence is growing that data centers are being over-designed for electrical capacity, because of
concerns about meeting the incremental power and cooling demands of modern server
equipment (such as blade servers). Sufficient capacity should be delivered relative to patch
panels, conduits and intermediate distribution feeds. Special attention should be focused on
equipment densities relative to initial and longer-term electrical power capacities. Electrical
capacity ranging from 30 watts to 70 watts per square foot for computer equipment is typically
required. However, additional power is required for air conditioning, humidification, lighting, and
uninterruptible power supply (UPS) and transformer losses. This additional demand could add
one to one-and-a-half times more wattage to the electrical load, depending on equipment spacing
and air-handling efficiencies. In Figure 2, heat densities are expressed in watts per square foot for
the equipment footprint. Actual watts per square foot over the raised floor would be substantially
less when aisle space — and other space — is included in the calculation.
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Figure 2. The Density vs. Capacity Debate
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Source: The Uptime Institute and the Thermal Management Consortium, a collaborative effort of Amdahl, Cisco
Systems, Compaq Computer, Cray, Dell, EMC, Hewlett-Packard, IBM, Intel, Lucent Technologies, Motorola, Nokia,
Nortel Networks, Sun Microsystems and Unisys

Gartner recommends that the data center be designed to scale from 50 watts to 100 watts per
square foot for raised floor areas. Incremental capacity can be added on a modular basis.

Action Item: Focus on density vs. capacity; consider more-liberal spacing between racks to
mitigate heat gain by improving airflow.

1.2 Rack Layout

Tactical Guideline: Distribute high-density racks throughout the layout to mitigate hot
spots; use spot cooling as necessary.

Modern blade servers can be packed into a single-rack enclosure, resulting in power demands of
18 to 20 kilowatts per rack. The primary issue with dense-packing the layout with high-capacity
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servers is that, although it is efficient from a space standpoint, it creates serious heat problems
requiring incremental cooling, as well as significant incremental electrical costs (see Figure 3).

Figure 3. Rack Layout Resulting Power Demands
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Source: Gartner Research (April 2005)

Alternatives to a dense-pack approach would involve blending high and low density throughout
the layout. In Alternative 1 in Figure 3, the racks are fully packed with high-density blade servers,
which require 166 watts per square foot in electrical capacity. In Alternative 2, a blend of high-
and low-density rack configuration results in 70 watts per square foot. This enables expansion of
up to an additional 30 watts per square foot in the expansion space (assuming an optimal level of
100 watts per square foot). In Alternative 1, electrical demand is already exceeding this threshold,
so that expansion would not be possible without adding additional electrical and cooling capacity.

Action Item: Avoid dense-packing the racks with energy-intensive servers; combine high-density
racks with lower-density racks to mitigate the heat effects of a high concentration of energy-
intensive servers. If possible, trade space for density, since energy costs are typically four to five
times the cost of space.

1.3 Rack Units

Tactical Guideline: Use a rack unit as the primary planning factor for estimating the space
and power requirements of the data center. Each rack configuration should reflect total
power, space and floor-loading demands. Strive for an average of 4 kilowatts per rack
across the layout.

Traditionally, facilities planners used space-planning factors. such as square feet per rack or
watts per square foot to estimate data center capacity. The problem with this approach is that it
fails to capture the energy intensity associated with high-density rack configurations. An overall
watts per square foot calculation fails to recognize the diversity from one rack configuration to the
next, where significant hot spots can require incremental air-conditioning capacity. Gartner
recommends planning the data center on a rack-unit basis (see Figure 4). This technique requires
that each rack configuration be calculated from a total-wattage standpoint, in terms of equipment
power and incremental power (that is, 60 percent) for air conditioning.
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Figure 4. Use Rack Unit — The Primary Planning Factor
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and 100 watts per square foot.)
Source: Gartner Research (April 2005)

By aggregating the total rack population, total kilowatts and space can both be calculated. In the
example above, a simple rack configuration of 200 racks, each housing 10 servers, results in a
total space requirement of 12,000 square feet and a total power requirement of 808 kilowatts or
67 watts per square foot, which is well within the 50 to 100 watts per square foot planning
envelope. If the average power demand exceeds 4 kilowatts per rack, this suggests that rack
configuration should be replanned, or that additional space should be factored into the layout to
optimize overall cost efficiency.

Action Item: Use the rack unit as the principle planning factor for calculating overall space and
power demands for the data center.

2.0 Design Criteria

Client Issue: What are the critical design considerations and best practices in the site
selection and design of data center facilities?

The Uptime Institute has established four levels of fault tolerance for data centers (see Figure 5).
Tier 1 is the lowest level, and Tier 4 is the highest, with complete multiple-path electrical
distribution, power generation and UPS systems. Tier 1 specifies annual outage of up to 28.8
hours; Tier 2 specifies 22 hours; Tier 3 specifies 1.6 hours and Tier 4 specifies only 0.4-hour of
annual outage, or 99.995 percent availability. The tier level will drive the design specifications for
the new data center. The higher the tier level, the higher the investment level for building
construction and environmental equipment. Tier level or fault tolerance will be determined by the
criticality of data center operations. In the financial industry, high availability and fault tolerance
(that is, typically Tier 3 and Tier 4) are required to support 24x7 financial transaction activities and
funds exchanges. For other organizations (such as universities) a lower fault tolerance is
acceptable.
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Figure 5. Design Criteria: Scope and Redundancy

Tier 1: Single path for power and cooling distribution; no
redundant components — less than 28.8 hours downtime/year

Tier 2: Single path for power and cooling distribution; redundant
components — less than 22.0 hours of downtime/year

Tier 3: Multiple power and cooling distribution paths, but
only one path active; redundant components; concurrently
maintainable — less than 1.6 hours of downtime/year

Tier 4: Multiple active power and cooling distribution paths; redundant
components; fault tolerant — less than 0.4 hour of downtime/year

Source: Uptime Institute

The Uptime Institute is a nonprofit organization that focuses on the issues of high availability in
the data center. It has a membership of 68 corporations that exchange best practices in the area
of high-performance data centers. The Uptime Institute's tier classification system has been
adopted as an industry-accepted standard for defining levels of data center fault tolerance.

The Uptime Institute cautions that a level of availability cannot be ensured by design specification
alone. Most service interruptions occur due to human error. Thus, attention to recruiting, skill
development, training and a positive work environment will contribute to zero-defect, high-
availability operations.

Unit capital costs for Tier 2 and Tier 3 levels of infrastructure are included in Section 3.

Action Item: Assess the level of fault tolerance for design specifications. Combine building system
capabilities with employee training to ensure the highest level of availability.

2.1 Critical Building Systems

Tactical Guideline: Design and implement the data center as an integrated system that
optimizes electrical power, space allocation and mechanical systems.

Five critical building systems require explicit engineering for a new or upgraded data center (see
Figure 6).

o Power source — power distribution, including UPS, backup diesel generation, power
distribution units (PDUs) and intermediate distribution units.

e Heating, ventilation and air conditioning (HVAC) systems — these may include rooftop
units and distributed units that provide localized air cooling. Underfloor distribution of air
can be an effective means of distributing air evenly throughout a raised floor area.
Additional cooling and air handling may be required between racks. Perhaps the single
greatest issue in the contemporary data center is maintaining adequate cooling and air
movement, given the intense heat gain of modern blade server and direct-access
storage device (DASD) equipment.

o Fire protection systems — including detection and abatement systems that most likely
will combine pre-action wet systems interconnected with dry systems (such as FM 200
and Inergen) for sensitive areas, such as disk storage areas.

e Security systems — local and central watch.
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¢ Raised floor systems — 12 inches for less than 1,000 square feet; 12 to 18 inches for
1,000 to 5,000 square feet; 18 to 24 inches for 5,000 to 10,000 square feet; and 24
inches for more than 10,000 square feet. Each of these systems will be addressed in the
balance of this report.

Figure 6. Critical Building Systems

Power Distribution

HVAC Fire
System Protection
System -
Lights; —> Pre-action Security
office plug | —» pry (FM 200) | | SYstem
Local load
distribution
lines to the
building, UPS PDU Computer Computer
480 V racks equipment
Backup
diesel Raised Floor (12, 18 or 24 inches, depending on floor size)‘
generators

Source: Adapted from “Data center power requirements: measurements from Silicon Valley,” J. Mitchell Jackson,
J.G. Koomey, B. Nordman and M. Blazek (July 2001: University of California, Berkeley)

2.2 Planning and Designing

Tactical Guideline: Ensure that IT representatives participate in the selection of the
architecture and engineering firm that will design and engineer the new data center. Focus
particularly on the qualifications, experience and references of the architecture and
engineering project leader.

Depending on the acquisition strategy of a new data center (that is, build, buy, lease or sublease),
the level of improvements could vary from a complete building fit-out to minor modifications and
enhancements (see Figure 7).The critical design considerations include a complete electrical
power design, including power distribution — that is, main distribution frame (MDF) and
intermediate distribution frame (IDF) systems; UPS systems, diesel backup power systems and
fire retardant systems (that is, wet and dry systems); security monitoring systems; and
mechanical systems (such as HVAC).

Pre-action wet systems are typically required by local fire codes. "Pre-action" means that the
sprinkler pipes are charged with air, so that leaks or other faults are detected. The design will also
develop a rack layout and determine the optimal electrical and air cooling distribution system,
based on rack densities The space design will focus on the raised floor area, rack layout,
workstations and support areas, such as conference and supply rooms, as well as shipping,
receiving and staging areas.
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Figure 7. Engineering Plan and Space Design
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Source: Gartner Research (April 2005)

Companies should provide surplus capacities in such core infrastructure as electrical and cable
trenches, patch panels, conduits and spaces for additional PDUs. In addition, they should devise
expansion plans for raised floor and support areas. This may take the form of expansion options if
it is a leased facility, or other areas, such as storage, which can be used for expansion space.

Action Item: Ensure that IT management participates in the selection of the architectural and
engineering firm.

2.3 Location

Tactical Guideline: Develop a location decision process that identifies critical selection
criteria, as well as assigns weights and scores to the criteria.

Data center location will affect operational and cost efficiencies significantly. In many cases,
location criteria will be constrained by operational or technical requirements. For example, backup
data centers that require synchronous replication will be limited to a radius of 30 to 50 miles from
the primary data center. WAN costs may also limit the scope of the site search. However, many
data centers can be located in distant locations. Thus, measures should be taken to optimize the
location selection (see Figure 8). Critical factors include ample and reliable power and
communication infrastructures, favorable labor markets (that is, special attention may be required
relative to staff retention and defection issues), and lower-cost real estate markets.
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Figure 8. Location Selection

Decision criteria:
e Labor markets
e Staff retention/defection issues
¢ Public incentives
¢ Communication infrastructure
¢ Electrical services
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* Real estate markets
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¢ Quality of life
* Security and public safety
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Source: Gartner Research (April 2005)

Many municipalities offer grants, tax abatements and other incentives to attract high-technology
operations to their communities. IT management should also focus on operational issues, such as
proximity to support services and public safety services, as well as the level of security in the
target location.

Action Item: Develop location criteria and use a weighting method to score different locations
against high-priority criteria.

2.4 Site

Tactical Guideline: Develop a comprehensive site selection checklist that stresses
physical security and site flexibility, as well as sets priorities for adequate utilities, public
services, and accessibility by employees and service providers.

The location of the data center will greatly affect security, operational efficiency and operating
costs. Site criteria should include ensuring that there is reasonable commuting distance for
employees, support vendors and other constituents; sufficient site area for parking, water and fuel
storage; space for delivery truck access; and a location away from high-risk areas, such as
airport-approach corridors, flood plains and areas that are prone to natural disasters, such as
earthquakes, tornadoes or hurricanes. Avoid collocating near potentially hazardous areas, such
as cafeterias, machine shops, wet labs or other facilities where fires or machine vibrations could
present a hazard to data center operations.

Choose a site that is sufficiently removed from neighboring structures to enhance security. Good
setback from main highways or access streets is preferred. If located in a multitenanted building,
look to occupy the ends of the building to minimize disruptions from neighboring tenants. Ensure
that the site is adequately serviced for all critical utilities, including power and water. The site plan
should provide areas for building and parking lot expansion. Finally, ensure that local codes,
building ordinances and zoning restrictions will not impede planned data center operations, such
as the operation of diesel generators (see Figure 9).
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Figure 9. Site and Building Selection Criteria

Site/Location:

« Preferably not near residential or
other sound-sensitive users

« Maximum of one-hour distant commutation
from major end users

« Adequate site for at-grade development
(for example, parking, water storage, fuel
storage, transformer yard or substation
or generators)

+ Ready access to power from diverse sources
(such as multiple grids)

» Truck access for equipment delivery

« Assess proximity to sources of vibration and
high-risk sources (such as airports and rail lines)

o Location outside flood plains and tornado- and
hurricane-prone areas

« Local authorities amenable to building use

Source: Gartner Research (April 2005)

Action Iltem: Develop a comprehensive site selection checklist that stresses physical security and
site flexibility, and sets priorities for adequate utilities, public services, and accessibility by
employees and service providers.

2.5 Architecture

Strategic Imperative: Single-story, industrial-type buildings with large floor plates in
suburban locations are the best sites for data centers.

In some cases, a facility with enhanced environmental improvements may be available for
purchase or lease/sublease within a targeted market area. The building type can significantly
affect occupancy costs, security, expansion and operational flexibility. As a general rule, avoid
multistory office buildings with small floor plates. Opt for single-story, windowless structures, with
large open floor plates (such as industrial structures). They offer lower rental and operating costs,
better physical security and more-flexible space configuration. Consider building floor sizes with
large column spacing — ideally 40 feet. Consider higher floor-to-floor clearances — 13 to 14 feet
from structural slab to lowest structural member. Avoid above-grade location of the raised floor. If
unavoidable, ensure that the building has adequate and multiple riser capacity for
primary/emergency power distribution, diverse fiber entries, and other vertical services.

Target buildings that have dual electrical grid service and dual communication connectivity. Avoid
issues such as vibration and electromagnetic interference from power utility lines (see Figure 10).
In terms of security, provide for multiple levels of secured access within the data center, and
within specialized, highly secure areas within the data center (such as tape vaults) by using card
key systems in combination with a biometric authentication system.
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Figure 10. Site and Building Selection Criteria (Continued)
Architectural:

o Larger column bays (30 feet x 50 feet is good)

e Minimum 13 V2 feet clear from structural slab to
lowest structural member

» Efficient floor plates (that is, rectangular, square
or side core preferable)

* 50,000 to 75,000 usable square feet preferable

e Minimal fenestration; hardened facilities preferred
* Good roof — level roof without skylights

e Loading docks for equipment delivery access

e Compactor for rubbish removal

e Single point of entry and sufficient setback of
building for perimeter security purposes

o Multiple story only: adequate riser space for
primary/emergency power, HVAC, diverse fiber
entries and other vertical services

+ Rooftop acoustic and aesthetic screening for
mechanical equipment

Source: Gartner Research (April 2005)

Action Item: Ideally, select industrial-type, single-story buildings, with large bay sizes, high
ceilings and a minimal number of windows.

2.6 Power Distribution

Tactical Guideline: Build additional capacity into the main electrical components, such as
patch panels and conduits, and use higher-gauge electrical wire to accommodate future
growth in electrical demand.

The electrical power plant and distribution system design is crucial to data center reliability and
operational efficiency. As mentioned earlier, new blade server technology creates enormous
power demands to energize the servers and to support incremental air-conditioning requirements.
Several fundamental principles should serve as the foundation for the electrical system design
(see Figure 11). These include the provision of maintenance and emergency shut down switches
at all entry points in the facility, a grounding system that complies with the National Electrical
Code, Article 250, or local codes if applicable; the provision of a signal reference grid (SRG) to
reduce high-frequency impedance; the use of higher-gauge wire for future electrical expansion,
the use of PDUs to integrate circuit breakers and equipment connections; and the use of power-
conditioning equipment to integrate with the UPS. Consider using electrical-cable trays in the
raised floor to separate signal cables from electrical cables, and to enhance the airflow
throughout the raised floor.
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Figure 11. Power Distribution

Best Practices:

» Assess overall power requirements (that is, use rack unit measure).
» Strive for multiple utility feeds.

* Provide for maintenance bypass and emergency shutdown.

* Determine if equipment requires single phase or three-phase power.

* For grounding and bonding, comply with Article 250 of the NEC unless
superseded by local codes.

* Provide for a signal reference grid (SRG) to reduce high-frequency impedance.

 Use higher-gauge wire for future expansion.

* Use power distribution units (PDUs) to integrate circuit breakers and
equipment connections.

* Maintain relative humidity levels to minimize electrostatic discharge.

» Be mindful of electromagnetic interference (EMI); conduct study to
determine if shielding or other preventive measures are required.

* Use power-conditioning equipment or integrate into uninterruptable power
supply (UPS) system.

0 00=

Source: Gartner Research (April 2005)

Action Item: Build additional capacity into the main electrical components (such as patch panels,
conduits and higher-gauge electrical wire) to accommodate future growth in electrical demand.

2.7 Power Supply

Tactical Guideline: If possible, provide three lines of defense for backup power: multiple
feeds from the public utility; UPS service to provide a minimum of 20 minutes of backup
power; and, if necessary, diesel generators to sustain power for longer-term outages.

The UPS — and, in many cases, the backup diesel-powered generators — are crucial to
maintaining a constant flow of power in the event of a power failure from the public utility (see
Figure 12). Several basic principles should guide the size and capability of the UPS system. First,
the UPS should be sized to energize all computer equipment, HVAC systems and other electrical
devices (such as emergency lighting and security devices) for 100 percent of the power demand
for no less than 15 to 20 minutes after a power interruption. Second, the UPS should be sized for
"peak" load or fault overload conditions. This relates to the surge in power demand when the
equipment is first energized. As a rule of thumb, size the UPS for 150 percent of operating
demand. Third, the UPS should be continuously operational to filter and condition the power.
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Figure 12. UPS/Backup Generators
Uninterruptible Power Supply (UPS):
e Sized to power 100 percent of the equipment until
backup power kicks in.
e Also sized for "peak” load or fault overload conditions.

¢ Should be continually online to filter and condition power.

e If UPS is not used, then surge protection should be
provided at the panels with a stand-alone
isolation/regulation transformer.

Backup Generators:
¢ Needed to achieve Tier 3 and Tier 4 fault tolerance.

e Required if outages in excess of 20 minutes
are anticipated.

e Consider local code compliance regarding
fuel storage and noise abatement.

e Consider exhaust and vibration effects.
¢ Plan for maintenance and diesel fuel contracts.

e Plan for periodic test of the generators.
Source: Gartner Research (April 2005)

If a UPS is not used, then surge protection should be provided at the panels with a stand-alone
isolation/regulation transformer. To sustain power beyond the 20-minute threshold, install a diesel
generator to provide backup power for longer-term outages. For Tier 3 and Tier 4 levels of fault
tolerance, an additional backup generator will be required. Consider local ordinances and codes
relating to fuel tank location and noise abatement. Periodically test the generators to ensure their
operational integrity.

Action Item: Specify the UPS and backup generator capacity to meet total peak load.
2.8 Mechanical Systems

Tactical Guideline: Strive for redundancy in the HVAC system by installing multiple units;
focus on rack and tile placement to maximize the efficient flow of chilled air; use spot
cooling as needed.

As discussed at the beginning of this research, cooling the data center has become a crucial
issue relative to the incremental heat demands of modern high-density server technology (see
Figure 13).
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Figure 13. Mechanical Systems

Return air plenum
Key Considerations: p
* Temperature — 70 to 74 degrees F T

* Relative humidity — 45 percent to 50 percent
* Bottom-to-top airflow
¢ Avoid centralized systems — opt for distributed units

* Use cold aisle/hot aisle rack configuration

¢ Maintain static pressure at 5 percent above room

pressure HVAC H
* Avoid air leaks in raised floor
* Use spot cooling as needed

¢ Maintain vapor barrier in perimeter, doorways and
subfloor area

Rack Rack

Supply plenum
Raised floor

Source: Gartner Research (April 2005)

When designing the HVAC system, follow these key guidelines: Ensure an ambient temperature
between 70 and 74 degrees F; maintain a relative humidity of 45 percent to 50 percent, and strive
for redundant systems by installing multiple HVAC units (as opposed to relying on a single
centralized chiller). The other key consideration is designing the airflow to maximize the flow of
chilled air across and through the equipment racks. This requires that chilled air flow from bottom
to top and from front to back through the racks. Alternating aisles between cold-aisle and hot-
aisle facilitates a more-efficient temperature control. Maintain a static pressure within the raised
floor plenum of 5 percent greater than the data center raised-floor area. Selectively position
perforated tiles in the raised floor to direct chilled air into the rack area. Be sure to seal all
penetrations in the raised floor to maintain a constant static pressure. Establish a vapor barrier
throughout the perimeter of the data center to minimize condensation. Use spot cooling or special
rack enclosures for hot spots in the data center layout.

Action Item: Strive for redundancy in the HVAC system by installing multiple units; focus on rack
and tile placement to maximize the efficient flow of chilled air; use spot cooling as needed.

2.9 Raised-Access Floor

Tactical Guideline: Specify a raised-access floor (RAF) height relative to the overall data
center size; consider using cast aluminum floor tiles to ensure maximum floor loading
capability.

There is a debate about whether raised floors are actually required for cable management and
chilled air distribution (see Figure 14).
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Figure 14. Raised Floors

Raised-Floor Height Levels

Facilities with less than 1,000 sq. ft. 12-inch RAF height
Facilities with 1,000 to 5,000 sq. ft. 12- to 18-inch RAF height
Facilities with 5,000 t010,000 sq. ft. 18- to 24-inch RAF height
Facilities with 10,000 sq. ft. 24-inch RAF height
Advantages:

® Provides for superior chilled airflow distribution pattern (bottom to top)
* Ease of electrical and signal circuit changes
® Easier to maintain separation of power circuits from signal cabling
® Life cycle costs compare favorably with vinyl chloride tile flooring:
— Raised floor — $19.95 to 21.70 per sq. ft.
— VCT —$20.00 to 22.00 per sq. ft.

RAF: raised-access floor
Source: Gartner Research (April 2005)

The alternative to raised floors would be using vinyl chloride anti-static tiles, which presume lower
installation costs. Gartner research confirms that RAFs provide the most-efficient and cost-
effective solution for managing electrical and signal cable management, as well as providing the
most-efficient distribution of chilled air throughout the data center. The raised floor also provides a
superior signal reference ground (SRG), whereby the reference grid is mechanically bonded to
the access floor system. In terms of raised floor heights, Gartner recommends a 12-inch raised
floor for smaller data centers (that is, 1,000 square feet or less). For larger centers of between
1,000 and 5,000 square feet, an 18-inch height is recommended. For centers greater than 5,000
square feet, a 24-inch height will be required. The raised floor provides an optimum plenum for
chilled air for modern computer equipment that is typically designed for bottom-to-top airflow. In
addition, the raised floor provides a more suitable environment for electrical and signal cable
management. In terms of life cycle costs, the raised floor compares favorably with vinyl tile
installation.

Action Item: Specify cast aluminum floor tiles to ensure maximum floor-loading capability.
2.10 Fire Detection and Suppression

Tactical Guideline: Install a comprehensive fire detection and suppression system

including firewall installation, heat and smoke detectors, sprinkler systems (that is,
typically required by local fire codes), chemical "clean agent" systems and manual
systems.

Because of the significant risk of electrical fires in a data center, installing a comprehensive fire
detection and suppression system is mission-critical for protecting life and property, as well as
ensuring quick operational recovery (see Figure 15).
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Figure 15. Fire Detection and Suppression

Detection:

* Both heat and smoke detection

* |nstalled in accordance with NFPA 72E

* Installed below raised floors and other areas

* Location specifically designed in relation to airflow patterns

Suppression:

* Follow NFPA 75 standard firewalls
* Sprinkler systems — both flooded and pre-action
* Chemical systems:

— FM 200

— Inergen

— Ecaro-25(FE 25); Novec 1230

— Halon 1301 (no longer recommended or in production)
®* Manual systems

— Manual pull stations

— Portable fire extinguishers
Source: Gartner Research (April 2005)

Detection devices should be installed beneath the raised floor, as well as throughout the data
center facility, in accordance with regulation NFPA 72E. Detectors should include both heat- and
smoke-sensing devices and be interconnected with the fire suppression system, local alarms, and
local or central monitoring stations. The detectors should be positioned in relation to airflow
patterns to ensure early detection of an imminent electrical fire. Fire suppression includes four
categories:

e The installation of fire-rated walls in accordance with the NFPA 75 standard
e The installation of a sprinkler system — either a pre-action or flooded system
e The use of a chemical or "clean agent" suppression system as the first line of defense

e Manual systems, including manual pull stations and portable fire extinguishers that are
positioned throughout the data center

In terms of the "clean agent" systems, there are several viable alternatives to consider. FM 200
and Inergen systems are the most-widely used replacements for the Halon 1301 agent, which
has been rendered unsuitable for environmental reasons and has been discontinued in
production. Other systems include Ecaro-25 (FE 25) and Novec 1230.

3.0 Data Center Construction Costs — Tier 2

Tactical Guideline: Complete a value engineering study of data center construction costs
and associated life cycle costs. Focus particularly on diesel power, UPS and electrical
system design.

Client Issue: What cost elements are associated with different levels of data center
reliability and fault tolerance?

The costs of constructing a data center vary significantly (see Figure 16).
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Figure 16. Data Center Construction Costs —Tier 2

Total Average
] Average Cost
Cost Line ltem Cost | Per Sq.Ft.| % of Total | , . ge data
1. Demolition $18,965 $1.79 center cost:
2. General construction 276,293 26.11 6.6% | Tier2
3. Access floor system 124,773 11.79 10,583 SF (raised floor)
4. Ceiling systems 31,978 3.02 13,029 SF (total facility)
5. Wall finishes 30,591 2.89 11 facilities
6. Floor finishes 24,844 2.35
7. Structural steel 123,868 11.70
8. Fire protection system 141,736 35.77
9. Plumbing systems 35,883 3.39
10. Mechgnical systems 503,066 47.54 12.0% Uninterruptible
11. Electrical systems 909,728 85.96 21.6% { power supply:
12. Monitoring and security systems 34,475 3.26 diesel
13. Critical support equipment 863,429 81.59 20.5% generator
14. General conditions 195,187 18.44
15. General contractor fee 113,569 10.73
16. Permit 17,549 1.66
17. Premium time 91,935 8.69
18. Construction management fee 156,793 14.82
19. Design fee 156,793 14.82
20. Reimbursable expenses 17,396 1.64
Total project $4,202,665 | $397.11 100%

Source: Technology Management Inc.

The cost data in Figure 16 includes projects that met a Tier 2 level of redundancy. These projects
ranged from a low of 3,400 square feet of raised floor area to a high of 13,000 square feet. The
projects were completed in the past three years in several U.S. cities, including Washington, DC;
San Francisco; Los Angeles; San Diego; Chicago; New York; Boston; Houston; Dallas; Baltimore;
and Philadelphia. TMI, the project management firm providing the data, reported that these
projects were located in unimproved, typical single-story, industrial-type buildings. The buildings
required extensive fit-out for data center operations. In addition to construction costs, there were
costs associated with the acquisition and installation of building and environmental equipment
(such as diesel generators and fire suppression systems). These costs do not include the capital
investment in data processing, servers, communication equipment and other IT equipment that is
associated with data center operations, although they include cabling costs. Overall construction
costs averaged $397.11 per square foot of raised floor area. The largest cost elements relate to
diesel backup and UPS installations (that is, 20.5 percent in Line No. 11) and electrical
distribution (that is, PDUs and intermediary distribution; 21.6 percent in Line No. 13).

3.1 Data Center Construction Costs — Tier 3

Tactical Guideline: Weigh the risk of downtime with higher levels of redundancy; ensure
that the incremental capital cost with higher tier levels are more than offset by the cost of
downtime.
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The second cost survey addressed Tier 3 data centers in six facilities located in Las Vegas,
Nevada; Portland, Oregon; Newark, New Jersey; Rochester, New York; Austin, Texas; and
Chicago. These projects ranged in size from a low of 16,000 square feet of raised floor area to a
high of 66,000 square feet (see Figure 17).

Figure 17. Construction Costs — Tier 3

Total Average
Average | Cost Per
Cost Line Item Cost Sq. Ft. | % of Total

1. Demolition $211,141 $6.65

2. General construction 1,039,442 32.76 7.0%

3. Access floor system 196,976 6.21 Average data

- center cost:

4. Ceiling systems 74,505 2.35 Tier 3

5. Wall f|r.1|§hes 80,668 2.54 31,727 (raised floor)

6. Floor finishes 53,230 1.68 38,774 (total facility)

7. Structural steel 506,885 15.98 Six facilities

8. Fire protection system 1,134,928 35.77 7.7%

9. Plumbing systems 111,535 3.52 Uninterruptible
10. Mechanical systems 1,446,994 45.61 9.8% { power supply:
11. Electrical systems 3,079,871 97.07 20.8% diesel generator
12. Monitoring and security systems 403,814 12.73
13. Critical support equipment 4,338,844 136.76 29.4%

14. General conditions 609,395 19.21
15. General contractor fee 428,341 13.50
16. Permit 140,872 4.44
17. Premium time 494,074 15.57
18. Construction management fee 492,996 15.54
19. Design fee 420,587 13.26
20. Reimbursable expenses 56,965 1.80
Total Project $15,247,936 | $480.60 100%

Source: Gartner Research (April 2005)

The survey revealed an average raised floor size of 31,727 square feet, with a total average
facility size of 38,774 square feet. Overall construction costs averaged $480.60 of raised floor
area. Differences in construction rates (such as costs for electrical and critical support equipment)
can be explained primarily by the higher level of redundancy required (that is, $81.59 per square
foot for Tier 2 vs. $136.76 for Tier 3). Tier 4 facilities require even greater levels of investment,
because all systems are duplicated and can exceed $1,000 per square foot in certain markets.

In both cases, general conditions that relate to site clean-up and other contractor non-
construction activities were essentially the same; whereas premium time that relates to overtime
payroll was substantially higher in the Tier 3 case (that is, $8.69 for Tier 2 vs. $15.57 for Tier 3).
This is attributable to the greater complexity of the mechanical/electrical installations and the
larger average size of the Tier 3 projects, which also tend to incur more overtime to meet
schedule constraints.
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Action Item: Weigh the risks of downtime with higher levels of redundancy; ensure that the
incremental capital costs with higher tier levels are more than offset by the cost of downtime.

4.0 Data Center Facilities Management Options:

Three organizational models can be adopted to manage data center facilities. There is no single
preferred option; selection of the model will depend on overall facilities management within the
company, the degree of facilities management expertise within the IT organization and the
philosophy on matrix organizational structures.

o Model 1: Assign data center facilities management responsibility to the corporate
facilities organization. In this model, the IT organization is the "customer" to the facilities
management organization. The IT organization specifies facilities requirements, service
levels, and budget parameters and constraints. The corporate facilities organization
typically assigns personnel to the data center and manages the day-to-day facilities
operations, including critical building systems, maintenance, repair and the contracting
for specialized services, including physical security, cleaning, grounds maintenance,
shipping and receiving. The benefit of this structure is that it leverages the professional
expertise of the corporate facilities staff and ensures close alignment on facilities
standards and policies.

e Model 2: The management of data center facilities is an IT organizational responsibility.
In this model, facilities professionals report to the data center operations manager and
manage the day-to-day facilities management tasks. In most cases, the IT facilities
personnel will work closely with corporate facilities and coordinate on issues of facilities
standards, security standards, environmental health and safety standards, and other
corporate policies and guidelines. The IT facilities staff will also seek specialized
services from the corporate facilities staff relating to site selection for new data centers,
building construction or leasing, as well as specialized engineering services relating to
electrical and mechanical systems design and engineering. This model ensures
maximum control of the IT organization for its data center facilities operations.

e Model 3. This is a matrix model in which the IT facilities staff reports to the IT
organization, as well as to the corporate facilities organization. In the matrix structure,
the IT facilities staff is accountable to the IT organization, relative to service
performance, infrastructure availability and efficiency, and facilities budget management.
The IT facilities organization is accountable to the corporate facilities organization
relative to individual employee performance, career development, training, and
maintaining adherence to corporate facilities standards and policies. The matrix
structure captures the benefits of the first two models, but, as with any matrix structure,
it introduces the potential for organizational conflict over resource allocation and
operational priorities, as well as disputes over facilities investment and levels of
redundancy.

Communication: In all cases, it is a best practice to maintain close ties between the IT
organization and the corporate facilities organization. This will require periodic joint staff
meetings, project review meetings and multidisciplined project teams, particularly for data center
relocation or expansion projects. It is particularly important that facilities professionals work
closely with IT procurement specialists in reviewing vendor product specifications relating to
power requirements, redundancy features, floor loading factors, and issues relating to space and
cooling. With the advent of high-density servers, problems with heat and power demand can
wreak havoc with facilities power and cooling systems.
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5.0 Conclusion

Data center facilities rarely meet the operational and capacity requirements of their initial design.
The combination of new technologies, such as blade servers, which require substantial
incremental power and cooling capacity; pressures to consolidate multiple data centers into fewer
locations; the need for incremental space; changes in operational procedures; and potential
changes in safety and security regulations converge to impose constant facilities changes in the
modern data center. Thus, the overarching rule in data center facilities is to design for flexibility
and scalability.

To accomplish this, Gartner offers the following recommendations:
e Use the rack unit as the basis for estimating power and space requirements.

¢ Avoid densely packing the racks, trade space for density and use spot cooling for hot
spots.

o Take a comprehensive view of location and site selection — consider utility
infrastructure, labor and real estate markets, as well as public incentives, in the decision
criteria.

e  Opt for single-story, industrial-type buildings.
o Evaluate the level of redundancy (tier level) and its cost with the cost of downtime.

e Adopt the facilities organization model that best aligns with corporate culture and
operational priorities. In all cases, maintain close communication and liaison between
the facilities organization and the IT organization.

Appendix A. Conference Poll Results

Shown below are the results of four surveys that were conducted at Gartner’s Data Center
Conference in December 2004 (see Figure 18, Figure 19 and Figure 20). This represents
approximately 200 attendees in the facilities presentation. The survey results provide some
insight into client experiences relative to facilities problems, tier levels and the power rating of the
data center:

¢ Not surprisingly, more than 80 percent of the attendees identified heat, power and space
issues as their most-important facilities-related issues.

o Thirty percent of the attendees reported that their data centers were designed to a Tier 4
level. Gartner research suggests that roughly 10 percent of U.S. data centers are
designed to the Tier 4 level. This disparity might be explained by the fact that Data
Center Conference attendees represent high-performance data centers and were, in
some respects, self-selecting for the facilities presentation.

¢ Interms of power level, those attendees who knew their rating reported levels below 80
watts per square foot. Surprisingly, more than half of the attendees did not know the
power ratings of their data centers.
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Figure 18. Conference Poll Results: Facility Problems

What is the greatest facility problem with your primary data center?

29% 29%
21%
13%
6%
l =
Excessive Insufficient Insufficient Poor Excessive None of
heat raised power location facility the above
floor area cost
Total: 112

Source: Gartner Research (April 2005)

Figure 19. Conference Poll Results: Tier Levels
What is the power rating of your primary data center?

57%

21%

10% 10%

I

<20 watts/ 20-59 watts/ 60-80 watts/ >80 watts/ Don’t
sq. ft. sq. ft. sq. ft. sq. ft. know

Total: 104
Source: Gartner Research (April 2005)
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Figure 20. Conference Poll Results: Power Rating

To what “tier level” is your primary data center designed?

0,
28%  29% ool

10%
L] =
Tier Tier Tier Tier Don’t
No. 1 No. 2 No. 3 No. 4 know

Total: 108
Source: Gartner Research (April 2005)

Appendix B. Acronym Key

CATV community access television

DASD direct-access storage device

HVAC heating, ventilation and air conditioning
IDF intermediate distribution frame

MDF main distribution frame

PDU power distribution units

RAF raised-access floor

SRG signal reference grid

UPS uninterruptible power supply

Publication Date: 22 April 2005/ID Number: G00127434

Page 25 of 26

© 2005 Gartner, Inc. and/or its Affiliates. All Rights Reserved.

Gartner



REGIONAL HEADQUARTERS

Corporate Headquarters
56 Top Gallant Road
Stamford, CT 06902-7700
U.S.A.

+1 203 964 0096

European Headquarters
Tamesis

The Glanty

Egham

Surrey, TW20 9AW
UNITED KINGDOM

+44 1784 431611

Asia/Pacific Headquarters
Gartner Australasia Pty. Ltd.
Level 9, 141 Walker Street
North Sydney

New South Wales 2060
AUSTRALIA

+61 2 9459 4600

Japan Headquarters
Gartner Japan Ltd.

Aobadai Hills, 6F

7-7, Aobadai, 4-chome
Meguro-ku, Tokyo 153-0042
JAPAN

+81 3 3481 3670

Latin America Headquarters
Gartner do Brazil

Av. das Nagdes Unidas, 12551
9° andar—World Trade Center
04578-903—Sa0 Paulo SP
BRAZIL

+55 11 3443 1509

Publication Date: 22 April 2005/ID Number: G00127434

Page 26 of 26

© 2005 Gartner, Inc. and/or its Affiliates. All Rights Reserved.

Gartner




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


